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• Numerical simulation of high-speed trains under turbulence conditions
is conducted using IDDES and STG methods.

• Both drag and lift forces increase with higher turbulence intensity.

• The influence of turbulence length scale is considered for the first time,
revealing that larger incoming turbulence length scales lead to greater
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• The underlying mechanisms of these changes are elucidated by analyz-
ing the flow topology in various key regions.
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Abstract

The influence of incoming turbulence on the aerodynamics of a high-speed
train is numerically investigated using the Improved Delayed Detached Eddy
Simulation (IDDES) combined with Synthetic Turbulence Generation (STG).
The results reveal that increasing turbulence intensity significantly enhances
the drag and lift coefficients of the train, with the rate of increase amplifying
as the turbulence length scale grows. The incoming turbulence induces ef-
fects analogous to crosswind conditions, weakening the aerodynamic impact
on the head carriage while accelerating airflow around the curved sections
of the tail carriage. Moreover, the turbulent kinetic energy within the shear
layers adjacent to the bogie cavity increases with turbulence intensity, fa-
cilitating enhanced flow ingress into the cavity and intensifying interactions
with the bogie and cavity structures, thereby augmenting both drag and lift.
Additionally, the presence of incoming turbulence produces a thinner bound-
ary layer, characterized by a reduced shape factor and elevated viscous drag.
Specifically, higher turbulence intensity leads to a smaller shape factor and a
steeper velocity gradient, thereby increasing viscous drag. In contrast, larger
turbulence length scales exhibit the opposite trend, manifesting as a decrease
in viscous drag.
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1. Introduction1

Research methods for aerodynamics of a high-speed train (HST) include2

wind tunnel tests [1, 2], moving model experiments [3, 4], numerical simula-3

tions [5, 6, 7], etc. In these present studies, the inlet conditions are character-4

ized by low turbulence or laminar flow. However, influenced by factors such5

as natural winds, trackside equipment, embankments, tunnels, and viaducts,6

the actual wind encountered on train routes is highly non-uniform. Yu et al.7

modeled the turbulent incoming flow conditions due to natural wind during8

the operation of HSTs, and the turbulence intensity was calculated as about9

24.5% at the measurement point from EN 14067-6 locating at h = 4.0m [8].10

Wordley et al. found that turbulence intensity of real conditions for ground11

vehicles ranges from 2% to 16%, or even higher, with a turbulence length12

scale ranging from 1 to 20 meters [9]. Gao proposed that turbulent incoming13

flow and crosswinds significantly affect the safety and economy of HSTs [10].14

The accuracy and reliability of aerodynamic characteristics obtained from15

numerical simulations or wind tunnel experiments can be significantly in-16

fluenced by inlet flow conditions that deviate from real-world environments.17

Consequently, it is essential to investigate the effects of incoming turbulence18

on the aerodynamic performance of HSTs to enhance the relevance and ap-19

plicability of research findings to actual operational conditions.20

In the majority of research papers examining the impact of turbulence, the21

desired turbulence components are typically introduced at the inlet through22

experimental methods, with the research focus primarily on basic geometry23

models. These models include square prisms [11, 12, 13, 14], Ahmed bodies24

[15], and simplified vehicle models [16]. The turbulence generation devices25

utilized to introduce turbulence components include passive turbulence grids26

[11, 12, 13, 14], active grids [17], spires [16], swing mechanisms [18, 19],27

and specialized systems [20, 21]. In addition to wind tunnel testing, recent28

studies have utilized numerical simulations in combination with synthetic29

turbulence generation (STG) methods to investigate the effects of turbulence30

[22, 23, 24], as numerical methods provide improved efficiency in generating31

the desired turbulence intensity and length scales, as well as more convenient32

result measurement.33

In recent years, numerous studies have investigated the impact of tur-34

bulence on ground vehicles. FKFS built the turbulence generation sys-35

tem “FKFS Swing” in both full-scale and 1/4 scaled automotive wind tun-36

nels with the purpose of reconstructing road turbulence conditions in tests37
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[18, 25], and later proposed a correction method for turbulent wind tunnel38

testing, decoupling the influence of the unsteady flow from that of the static39

pressure gradient in the wind tunnel [26, 19]. Based on this, they measured40

the aerodynamic drag on various vehicle models under turbulent conditions,41

and concluded that higher turbulence intensity increases drag. Furthermore,42

this effect varies significantly depending on the vehicle design, highlighting43

the importance of considering unsteady incoming conditions [27]. Cogotti44

et al. observed that an increase in the turbulence intensity leads to a sig-45

nificant increase in both the drag and the lift forces on a car in a wind46

tunnel, with the lift increasing by 120 counts and the drag by 20-30 counts.47

McAuliffe et al. developed the Road Turbulence System (RTS) in the 9 m48

NRC wind tunnel with the aim of reconstructing turbulent road wind con-49

ditions in experiments [21], and proved its performance compared to various50

other passive and active turbulence generation devices [20]. This approach51

was used to study the drag characteristics of a heavy duty vehicle (HDV)52

and a standard SUV, revealing that the positive-drag area of HDV is larger53

in uniform incoming flow, contrarily, that of SUV in turbulent incoming flow54

is larger. Gaylard et al. applied the unsteady Lattice-Boltzmann method55

(LBM) to simulate 4% and 7% turbulence intensity conditions by superim-56

posing a three-dimensional unsteady velocity field onto uniform conditions,57

examining the influence of turbulence on a fastback saloon model. The re-58

sults indicated that both drag and lift increased under turbulent conditions59

[28]. Duncan et al. also used LBM to explore the impact of turbulence on an60

SUV, a squareback vehicle, and a notchback vehicle, demonstrating that the61

drag of all three models increased under turbulent conditions, accompanied62

by changes in the shear layer and wake structures, suggesting a non-linear63

relationship between turbulence and its effects on vehicles [29].64

However, due to the complicated geometry of HSTs, only limited inves-65

tigations have explored the effects of turbulence and non-uniform wind on66

their aerodynamic characteristics. Common approaches involve introducing67

spires at the entrance of the wind tunnel, with a focus on crosswind influences68

[30, 31, 32, 33, 34]. Robinson et al. conducted experiments on a 1/50 scaled69

train model in a wind tunnel to assess the impact of turbulence [35]. Their70

results revealed that side force coefficients, lift force coefficients, and vortex71

core distributions were influenced by the interaction between vortical struc-72

tures and the train wake, thereby affecting force and moment coefficients.73

Bocciolone et al. demonstrated that turbulence has a pronounced influence74

on aerodynamic coefficients through comprehensive wind tunnel testing, es-75
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pecially at high attack angles [31]. Consistently, Cheli et al. showed that76

aerodynamic forces increase with turbulence intensity [32]. However, Niu77

et al. reported contrasting findings, observing that higher turbulence inten-78

sity led to drag reduction and a decrease in surface pressure on both the79

head and tail carriages of HST [36]. Xue et al. numerically investigated80

the influence of turbulent incoming flow on an HST with a yaw angle of81

90 ° based on IDDES, interestingly, they found that when the turbulence82

length scale is greater than a crisis threshold of 0.5H, load fluctuations are83

reduced [37], and later expanded their study to wider yaw angles under tur-84

bulence intensities of 5% and 20% [38]. Garca et al. conducted numerical85

simulations with WMLES on HST under synthetic crosswind based on the86

Kaimal spectrum in TurbSim with both smooth and rough train surfaces,87

and compared the results of aerodynamic forces and moments [39], and then88

they compared the results under steady wind and turbulent winds generated89

by Kaimal spectrum (TurbSim) and Smirnov method (Ansys Fluent) [22].90

Gao et al. investigated the turbulence correlation between moving trains91

and anemometer towers, mainly focusing on the stability under crosswind92

[10]. Deng et al. reconstructed the structural wind when the HST running93

through a tunnel-flat ground-tunnel scenario in the wind tunnel tests with94

spire and the fence, and in numerical studies with IDDES as well [40, 41].95

Yang et al. compared the turbulent wind characteristics over tunnel-bridge96

(TB) and tunnel-flat ground (TF) infrastructures for a passing HST, and97

proposed that the TB sites have a lower turbulence intensity about 8% due98

to elevated and unobstructed locations rather than TF sites, which has a99

higher turbulence intensity about 10% according to near-ground effect [42].100

In summary, current research on the impact of turbulence on HSTs has101

primarily focused on aerodynamic forces. Due to the lack of detailed flow field102

data and pressure distribution information, the mechanism through which103

turbulence affects aerodynamics remains unclear, and conclusions are incon-104

sistent. Furthermore, previous studies have largely overlooked the effects105

of turbulence length scales. The primary objective of this paper is to ad-106

dress these gaps by investigating the influence of both turbulence intensity107

and turbulence length scales on the aerodynamic characteristics of HSTs. In108

addition to aerodynamic forces, flow field details such as surface pressure109

distribution, flow around the bogie cavities, and boundary layer formation110

and development are analyzed to provide deeper insights into the underlying111

mechanisms.112

The remainder of this paper is structured as follows. Section 2 introduces113
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the setup of the numerical simulation cases, including the geometric models,114

numerical methods, as well as the initial and boundary conditions. Addition-115

ally, the methods for synthetic turbulence generation and turbulence repre-116

sentations are briefly described. Section 3 focuses on the impact of varying117

turbulence intensity and length scale on aerodynamic forces, boundary layer118

characteristics, and surface pressure distributions, providing a detailed dis-119

cussion of the underlying mechanisms and the potential link between them.120

Finally, the conclusions are summarized in Section 4.121

2. Methods122

2.1. Geometry and computational domain123

A 1/18 scaled CRH3 HST model with two carriages is used in the sim-124

ulation (Figure 1). The model measures 2.894 m in length (L) × 0.183 m125

in width (W) × 0.201 m in height (H). In addition to four bogies and bo-126

gie cavities, two cowcatchers and one intercarriage junction gap (hereinafter127

referred to as “carriage junction”) are also included.128

As shown in Figure 2, the dimensions of the computational domain are129

64.4H × 25H × 20H (length × width × height), where H represents the130

height of the HST model. In the underbody region of the HST, a 1/18131

single track ballast and rail (STBR) ground configuration is implemented,132

in accordance with the Technical Specifications for Interoperability (TSI)133

standard [43]. The boundary conditions are set as follows: a velocity inlet134

and pressure outlet, a non-slip wall condition for the train body, a slip wall135

with a matching the inlet velocity for the STBR and ground, and slip walls136

for the others boundaries. The free stream velocity U∞ is 58 m/s, resulting137

in a Reynolds number of 7.2× 105, based on U∞ and the carriage width W .138

Figure 1: Geometry of 1/18 scaled CRH3 HST model. C represents the bogie cavity, and
B represents the bogie. H b and T b are head body and tail body, respectively. These
abbreviations are to be referred hereunder.
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Figure 2: Computational domain and boundary conditions. The coordinate system (x, y,
z) is superposed, with the origin located at the top of the rail. The small rectangle with
width of 3.8H in (b) indicates the STG region.

To investigate the influence of incoming turbulence, various turbulence139

intensities and length scales are introduced at the inlet using synthetic tur-140

bulence generation (STG)[23], which is applied in the region where the mesh141

size is relatively uniform, as indicated by the small rectangle in Figure 2b.142

2.2. Numerical method143

The improved delayed detached eddy simulation (IDDES), based on k−ω144

SST, is employed for the numerical study. Proposed by Shur et al.[44], ID-145

DES combines the advantages of delayed detached eddy simulation (DDES)146

and wall-modeled large eddy simulation (WMLES), and will activate RANS147

and LES in different regions to obtain a satisfactory balance between compu-148

tational accuracy and computational resource consumption. In our previous149

studies, the same model was used, with detailed descriptions of the numerical150

method provided in [5, 45, 46].151

In this study, to achieve satisfactory reliability and numerical accuracy,152

the domain is discretized using Poly-Hexcore mesh, which automatically con-153

nects the prism layers to the hexahedral mesh regions. Three mesh sets with154

different refinement levels (coarse, medium, and fine) are used in the conver-155

gence check to demonstrate mesh independence, consisting of 23.3, 38.5, and156

50.6 million cells, respectively. The primary differences among these grids157

lie in the spatial resolution on the surface and in the wake region, as listed158

in Table 1. The near-wall boundary layers for them remain consistent, each159

containing 20 extruded cells with y+ ≤ 1 and a total height of 0.03H. The160

mesh at the medium refinement level around the train with details is shown161

in Figure 3.162
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Table 1: Spatial resolution details for mesh of the train, bogie, and wake region.

Refinement level Train surface Bogie surface Wake region Total mesh number

Coarse 0.01 - 0.03 H 0.01 - 0.015 H 0.03 H 23.3 million

Medium 0.005 - 0.02 H 0.005 - 0.01 H 0.02 H 38.5 million

Fine 0.005 - 0.015 H 0.005 - 0.01 H 0.018 H 50.6 million

Figure 3: Mesh distribution around a HST at medium refinement level.

2.3. Mesh convergence and numerical validation163

To ensure the numerical reliability of the simulations, a series of mesh164

convergence check was conducted to verify the mesh independence. Subse-165

quently, the numerical results were validated against the wind tunnel data166

to confirm their accuracy.167

For the mesh convergence study, force coefficients are treated as conver-168

gence criteria, and defined by Eq. 1-3, where CD, CDp, CDv, CL and CS169

are the drag coefficient, pressure drag coefficient, viscous drag coefficient, lift170

coefficient, and side force coefficient, respectively.171

CD =
Fx

1
2
ρU2

∞Ax

, CDp =
Fxp

1
2
ρU2

∞Ax

, CDv =
Fxv

1
2
ρU2

∞Ax

(1)

172

CL =
Fz

1
2
ρU2

∞Ax

(2)

173

CS =
Fy

1
2
ρU2

∞Ax

(3)
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where Fx, Fxp, Fxv, Fy and Fz are the total drag, pressure drag, viscous drag,174

side force and lift force, respectively. Additionally, ρ is the density of the air,175

U∞ is the free stream velocity, and Ax is the projected area in the streamwise176

direction. The pressure coefficient CP is defined in Eq. 4, where P is the177

time-averaged surface pressure and P∞ is the static pressure of the incoming178

flow.179

CP =
P − P∞
1
2
ρU2

∞
(4)

For numerical validation, the simulation under stationary ground condi-180

tions for the train with three carriages is compared against the wind tunnel181

tests conducted at the Shanghai Automotive Wind Tunnel Center (SAWTC).182

This validation includes aerodynamic forces and pressure measurements. The183

Reynolds number for the wind tunnel test is 7.20× 105, consistent with the184

numerical simulation. The HST model used in the wind tunnel test is at185

a 1/8 scale and retains the detailed crescent-shaped structures and air con-186

ditioning fairings, which are simplified in the numerical simulation. More187

detailed information regarding the wind tunnel tests was provided in our188

previous study [45].189

Figure 4a shows the time-averaged CD for the head carriage, tail carriage,190

and the entire train set across the three refinement levels, alongside the wind191

tunnel tests. The numerical results for all cases show good agreement. For192

the three different mesh refinement levels, the deviation in CD among the193

Figure 4: Time-averaged force coefficients of the head carriage, tail carriage and total train
set based on coarse, medium and fine mesh and wind tunnel tests: (a) CD and (b) CL.
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meshes is less than 1%. Compared with the wind tunnel data, the deviation194

in CD for both head and tail carriage in the IDDES (medium refinement) is195

less than 5%. For CL (Figure 4b), the deviation among the three meshes is196

less than 7%, and between the medium and fine mesh is within 4%.197

Figure 5 presents the distribution of CP along the longitudinal symmetry198

line of the upper surface for the head and tail carriages, comparing the nu-199

merical results from three meshes levels with the wind tunnel tests. For the200

mesh convergence, the results for the three refinement levels are generally in201

good agreement,with minor discrepancies observed for the coarse mesh, par-202

ticularly at the nose edge of the tail carriage. The pressure distribution from203

the IDDES with medium refinement level also demonstrates good agreement204

with the experimental results.205

Overall, considering the balance between computational cost and accu-206

racy, subsequent simulations are conducted using the medium mesh. The207

results from this mesh show satisfactory mesh independence and are well-208

aligned with the wind tunnel data in terms of aerodynamic forces and pres-209

sure distribution.210

2.4. Turbulence representations and generation211

Turbulence measures focused in this study include turbulence intensity212

and turbulence length scale. Turbulence intensity is an critical parameter to213

represent the level of turbulence in the wind, defined as the ratio of velocity214

fluctuations to the mean velocity [47]. Accordingly, the turbulence intensity215

Figure 5: Time-averaged CP of the longitudinal symmetry line based on coarse, medium
and fine mesh and wind tunnel tests: (a) the head carriage; (b) the tail carriage.
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in three directions is expressed as follows:216

Ix =
Urms

U∞
, Iy =

Vrms

U∞
, Iz =

Wrms

U∞
, (5)

where Ix, Iy, and Iz are the longitudinal, lateral, and vertical turbulence217

intensity, respectively, and Urms, Vrms, and Wrms denote the velocity fluctu-218

ations in the corresponding directions.219

Regarding turbulence length scales, two common calculation methods are220

the autocorrelation method [48] and the Von Karman spectral fitting method221

[49]. The autocorrelation method provides an estimate of the average vortex222

size in a turbulent wind field, and value by the Von Karman spectral fitting223

method is generally half of that by the autocorrelation method [9]. In this224

paper, the autocorrelation method is used to determine the turbulence length225

scale.226

There are nine turbulent length scales corresponding to the three direc-227

tions related to the longitudinal, lateral, and vertical fluctuating velocity228

components, i.e., u, v, and w. For example, Lx
u, L

y
u, and Lz

u denote the av-229

erage size of vortices in the x, y, and z directions related to the longitudinal230

fluctuating velocity components, respectively. They are defined as:231

Lu =
1

σ2
u

∫ ∞

0

R12(x) dx, (6)

where R12(x) is the cross-correlation function of the longitudinal fluctuating232

velocities, i.e., u1 = u(x1, y1, z1, t) and u2 = u(x1+x, y1, z1, t), at two different233

x positions, and σu is the variance of the longitudinal fluctuating velocity u.234

According to the Taylor hypothesis, if the vortex moves at the average wind235

speed U , the fluctuating velocity u(x1, t+τ) can be expressed as u(x1−x, τ),236

where x = Uτ . Therefore, Eq. 6 can be further expressed as:237

Lx
u =

U

σ2
u

∫ ∞

0

Ru(τ) dτ, (7)

whereRu(τ) is the autocorrelation function of the fluctuating velocity u(x1, t+238

τ). Ly
u and Lz

u are calculated similarly.239

In addition to the turbulence representations, the turbulence generation240

method in numerical studies is described. To impose specific turbulence241

conditions at the inlet, the STG method is employed in this study. The242

STG method generates time-dependent inlet conditions by superimposing243
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a vector of synthetic velocity fluctuations onto the initial steady velocity244

field. Consequently, the velocity vector at a point r = {x, y, z} of an inlet245

boundary condition is specified as:246

U (r, t) = UInlet, mean (r) + u′ (r, t) , (8)

where UInlet, mean (r) is the mean velocity vector at the inlet, and u′ (r, t)247

is the vector of synthetic velocity fluctuations. More detailed information248

regarding the STG method and the definitions of symbols can be found in249

the reference [23].250

2.5. Inflow turbulence conditions251

To investigate the impact of inflow turbulence, ten cases with varying252

inflow turbulence conditions are simulated, with turbulence intensity ranging253

from 2% to 9% and turbulence length scale from 0.37H to 1.04H. The details254

of the inflow turbulence conditions for each case are listed in Table 2. The255

first case serves as the Baseline, featuring a uniform inflow inlet without using256

the STG method. The turbulence intensity and turbulence length scale in257

the table are calculated at the reference point, marked red in Figure 6. The258

reference point is located as close as possible to the train’s front to accurately259

represent the actual turbulent inlet conditions, while maintaining sufficient260

distance to avoid interference from the train. The height of the point is261

sufficient to minimize ground effects, with its selection based on trends in262

both longitudinal and vertical turbulence values.263

Figure 7 shows the turbulence intensity and length scale of selected cases,264

measured at the 21 reference points marked in Figure 6, distributing along265

the flow direction on the middle plane. The imposed turbulence intensity266

and length scale at the inlet are observed to decay at different rates as the267

flow moves downstream, particularly in cases with high turbulence intensity.268

Then subsequent flow field comparison results demonstrate the direct impact269

of the turbulent conditions on the flow surrounding the HST.270

Figure 6: The location of the reference plane and points on the symmetry plane.
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Figure 7: The calculation results of turbulence intensity and turbulence length scale along
the flow direction at the longitudinal symmetry line of 0.1m height from the origin are as
follows: varying turbulence intensity: (a) Ix02 L040H; (b) Ix02 L100H; (c) Ix09 L037H;
(d) Ix09 L091H; varying turbulence length scale: (e) Ix02 L040H; (f) Ix02 L100H; (g)
Ix09 L037H; (h) Ix09 L091H.
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Table 2: The inflow turbulent conditions for the ten numerical cases.

No. Case name Turb. intensity Ix Turb. length scale Lx
u

1 Baseline —— ——
2 Ix02 L040H 2% 0.40H
3 Ix02 L051H 2% 0.51H
4 Ix02 L100H 2% 1.00H
5 Ix04 L038H 4% 0.38H
6 Ix06 L104H 6% 1.04H
7 Ix07 L038H 7% 0.38H
8 Ix09 L056H 9% 0.56H
9 Ix09 L091H 9% 0.91H
10 Ix09 L037H 9% 0.37H

Figure 8 presents the instantaneous velocity distribution on the plane271

z = 0.175H. It can be observed that for low turbulence intensity (2%,272

Figure 8b), the changes in the velocity field are not significant, though the273

introduction of turbulence components can still be seen. As the turbulence274

intensity further increases (9%, Figure 8c-d), noticeable velocity fluctuations275

are introduced into the flow domain by STG, resulting in increased non-276

uniformity. Additionally, the change in turbulence length scale is clearly277

reflected, with larger turbulence length scales leading to larger vortex struc-278

tures, particularly upstream of the HST. These observations demonstrate the279

effectiveness, accuracy, and controllability of the STG method in introducing280

turbulence for the numerical cases presented in this study.281

3. Results and discussion282

In this section, the influence of two key turbulence representative param-283

eters, turbulent intensity (Section 3.1) and length scale (Section 3.2), on the284

aerodynamic characteristics of HSTs in operation are separately presented285

and discussed. For each of them, the changes in aerodynamic forces, bound-286

ary layer characteristics, and pressure distribution are examined in detail.287

3.1. Turbulence intensity288

3.1.1. Aerodynamic forces289

The analysis of aerodynamic forces begins with the time-averaged inte-290

gral force coefficients, which change along with the turbulence intensity on291
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Figure 8: The instantaneous velocity distribution of plane z=0.175H: (a) Baseline; (b)
Ix02 L100H; (c) Ix09 L037H; (d) Ix09 L091H.

Figure 9: Distribution of time-averaged integral force coefficients with turbulence intensity:
(a) drag coefficient (CD); (b) lift coefficient (CL).

different length scales, shown in Figure 9. Trends in drag and lift coefficients292

across three turbulence length scales (Lx
u ≈ 0.4H, Lx

u ≈ 0.6H, Lx
u ≈ 1.0H,293

marked with different labels) are studied in distinct groups.294
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First, and most notably, both the drag and lift coefficients exhibit an295

increasing trend in responding to rising turbulence intensity across all tur-296

bulence length scales. For the drag coefficient, the increase follows a more297

linear pattern, with a higher growth rate observed at larger turbulence length298

scales (Lx
u ≈ 1.0H). Specifically, the larger deviation of the drag coefficient299

from the regression line at Ix = 6% and Ix = 9% can be attributed to the300

larger turbulence length scale at Ix = 6% (1.04H) and the smaller length301

scale at Ix = 9% (0.91H). However, for the lift coefficient, the growth rate302

with respect to turbulence intensity is not constant and is influenced by the303

turbulence length scale. When the turbulence length scale is relatively small304

(Lx
u < 0.6H), the trend follows a sub-linear pattern, whereas under large-305

scale conditions (Lx
u > 0.6H), it demonstrates a super-linear behavior. This306

disparity indicates that the turbulence length scale has a more pronounced307

effect on lift than drag. Given that turbulence intensity has a more significant308

impact at large turbulence length scale (Lx
u ≈ 1.0H), the subsequent analysis309

focus on this scale, especially case 4 (Ix02 L100H), case 6 (Ix06 L104H), and310

case 9 (Ix09 L091H).311

To better understand the mechanisms through which turbulence inten-312

sity influences the aerodynamic forces on the train, it is crucial to exam-313

ine individual carriages separately. Consequently, the subsequent analysis314

concentrates on the aerodynamic force trends for both the head and tail315

carriages under varying turbulence intensities, aiming to determine which316

carriage primarily contributes to the overall aerodynamic response to tur-317

bulence intensity. Figure 10 illustrates the changes in aerodynamic force318

coefficients, relative to the Baseline, for the two carriages under three dif-319

ferent turbulence intensity conditions. The results of time-averaged drag320

coefficient (Figure 10a) indicate that drag for both the head carriage and the321

tail carriage increase as turbulence intensity rises. Compared with the Base-322

line, the increase in drag for the tail carriage is more pronounced than for the323

head carriage. At low turbulence intensity (Ix = 2%), the drag increment324

remains minimal, whereas at high turbulence intensity (Ix = 9%), the total325

drag coefficient increases by 46 counts (+14%). At Ix = 6%, this trend of326

increasing drag become evident, with the total drag coefficient rising by 38327

counts (+11%).328

On the other hand, regarding the time-averaged lift coefficient (Figure329

10b), turbulence intensity exerts a more significant impact on lift than on330

drag, aligning with previous results for the entire train set. At low turbu-331

lence intensity, similar to the drag results, the increment in lift is negligible.332
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Figure 10: The increment of aerodynamic force coefficients of the two carriages at large
turbulence length scale under different turbulence intensities: (a) time-averaged CD; (b)
time-averaged CL; (c) RMS of CD; (d) RMS of CL.

However, at medium and high turbulence intensities, the total lift coefficient333

increases by factors of 2.2 and 4.7, respectively. Notably, in contrast to the334

drag results, turbulence intensity exerts a more substantial effect on the lift335

of the head carriage than on the tail carriage.336

Moreover, Figure 10c-d illustrates the increments in the root mean square337

(RMS) of the drag and lift coefficients, which represent the fluctuation lev-338

els of aerodynamic forces. Both the RMS of drag and lift increase with339

rising turbulence intensity, with the head carriage exhibiting a pronounced340

increase than the tail carriage. As expected, under high turbulence inten-341

sity conditions, alternating loads are exerted on the carriage surface, leading342

to stronger fluctuations in aerodynamic forces, which may further affect the343

operating smoothness of the HST under turbulent wind condition.344

To further investigate the variations in aerodynamic forces for each in-345

dividual train component, particularly focusing on the bogie structures, the346
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increments in aerodynamic force coefficients of more train components are347

computed and presented in Figure 11. Figure 11a illustrates that as the tur-348

bulence intensity increases, the CD of the head carriage primarily increases349

in the first bogie cavity (C1) and the second bogie (B2), while that of the350

head body exhibits minimal change. The CD of all components of the tail351

carriage increases with rising turbulence intensity, with the most significant352

increase observed in the tail body. Notably, for most components of the tail353

carriage, particularly in the fourth bogie region (including bogie and cav-354

ity), the drag-increasing effect of the turbulence intensity is prominent up to355

Ix = 6%, beyond which further increases in turbulence intensity do not result356

in significant changes in drag. Regarding CL (Figure 11b), as the turbulence357

intensity increases, the CL of the head body increases significantly, followed358

by that of the tail body. In addition, the third bogie cavity demonstrates359

a distinct contribution to the increase in lift. For the RMS of CD and CL360

(Figure 11c-d), the main contributing regions for the increase in drag fluctu-361

ations are the head body H b and the first bogie cavity C1, with the trend362

of lift fluctuations closely mirroring that of drag.363

To clarify the mechanism underlying the increase in aerodynamic drag,364

it is further decomposed into pressure drag and viscous drag. Their devel-365

Figure 11: The increment of aerodynamic force coefficients of train components at large
turbulence length scale: (a) time-averaged CD; (b) time-averaged CL; (c) RMS of CD; (d)
RMS of CL. The representing train components of abbreviations C1, B1, C2, B2, C3,
B3, C4, B4 are given in Figure 1.
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Figure 12: Decomposed cumulative drag coefficients along the flow direction at large
turbulence length scale of Lx

u≈ 1.0H under varying turbulence intensity: (a) pressure drag
CD Pressure; (b) viscous drag CD Viscous.

opment on the head body along the flow direction is shown in Figure 12,366

including absolute values (solid lines, left axis) and the variance from Base-367

line (dashed lines, right axis).368

The development of pressure drag is first addressed, shown in Figure369

12a. From its absolute values along the flow direction for the Baseline, it is370

evident that the contributions of the three non-smooth regions to the pres-371

sure resistance are essentially equal. In other words, each of nose and bogie372

structure of the head carriage, the tail carriage, and the carriage junction373

region, contributes approximately 0.08 to the pressure drag coefficient. Re-374

garding the impact of turbulence conditions, when the turbulence intensity375

is low (Ix = 2%), only a slight variance is observed. However, as turbulence376

intensity increases, the influence on pressure drag becomes more significant.377

Among these changes in CD, when the turbulence intensity increases from 2%378

to 6%, the main contribution region starts behind the second bogie structure.379

On the one hand, it is noteworthy that the variance in cumulative pressure380

drag rises rapidly at the non-smooth carriage junction and the third bogie re-381

gion. On the other hand, the rear region (x > −2H) also exhibits significant382

influence, where flow detachment occurs and the wake development begins.383

Further increasing the turbulence intensity to 9% does not produce such384

a large variance, during which, this variance is mainly due to the carriage385

junction and the third bogie structures. Although the values of the two are386

also separated at the front of the carriage (x < −12H), the effects of the387

drag-enhancing and drag-reducing regions counteract each other. Finally,388

the cumulative pressure drag of Ix = 6% and Ix = 9% becomes the same at389

the straight section of the head carriage. It is concluded that the structure390

18



of the carriage junction has a very strong influence on the aerodynamic drag391

under high turbulence intensity conditions (Ix ≥ 6%) compared to other com-392

ponents. In order to better reduce the drag increasing under wind conditions393

with large turbulence intensity, it is crucial to smoothly connect neighboring394

carriages, or to use active or passive flow control approaches for aerodynamic395

drag reduction in this region.396

Figure 12b illustrates the development of the viscous drag coefficient.397

From the absolute values, it is evident that viscous drag consistently rises398

along the flow direction due to the skin friction. The case under Ix = 2%399

continues to exhibit behavior similar to the Baseline, with an insignificant400

increase in viscous drag. As the turbulence intensity increases from 2% to 6%,401

the difference emerges at x = −12H and subsequently grows linearly along402

the flow direction. The effect of further increasing the turbulence intensity403

is concentrated in the straight section of the head carriage, likely due to404

changes in the boundary layer state.405

Figure 13 illustrates the development of the lift coefficient along the flow406

direction under conditions of a large turbulence length scale (Lx
u ≈ 1.0H).407

First, negative lift (downforce) is generated at the windward curved section408

(front edge) of the head carriage, while a substantial increase in lift occurs409

at the curved section of the tail carriage, consistent with expectations. Ad-410

ditionally, lift is generally enhanced in the bogie regions, particularly in the411

first and third bogie sections. Conversely, the straight sections of the car-412

riage result in a reduction in lift, with the most rapid decline occurring as413

Figure 13: Cumulative lift coefficients along the flow direction at large turbulence length
scale of Lx

u≈1.0H under varying turbulence intensity.
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the airflow transitions into the straight section.414

As with drag, the influence of turbulence intensity on lift is also exam-415

ined. It is evident that, as turbulence intensity increases, lift increases across416

nearly all regions. For Ix = 2%, the increase in lift is relatively modest,417

whereas higher turbulence intensities exert a pronounced effect. In the cases418

of both Baseline and Ix = 2%, lift remains negative throughout most regions,419

with the exception of the rear edge of the tail carriage. Under higher turbu-420

lence intensities, the cumulative drag becomes positive after passing through421

the first bogie region. More importantly, significant disparities are observed422

in the final total lift coefficients: at high turbulence intensity (Ix = 9%),423

the lift coefficient exceeds the Baseline by more than four times, while at424

moderate turbulence intensity (Ix = 6%), the lift is more than twice that of425

the Baseline. These findings are consistent with the conclusions presented in426

Figure 9.427

The analysis and discussion presented above are based on the conditions428

associated with a large turbulence length scale (Lx
u ≈ 1.0H). To further429

investigate the effects under different turbulence scales, Figure 14 presents430

the decomposed drag under a smaller turbulence length scale (Lx
u ≈ 0.40H).431

The overall trends observed at different turbulence intensities are similar to432

those previously discussed for the large turbulence length scale. However,433

the influence of turbulence intensity is notably weaker under the smaller434

turbulence length scale.435

Figure 14: Decomposed cumulative drag coefficients along the flow direction at small
turbulence length scale of Lx

u≈0.40H under varying turbulence intensity: (a) pressure
drag CD Pressure; (b) viscous drag CD Viscous.
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3.1.2. Boundary layer436

From the previous discussion in Section 3.1.1, it is observed that the437

viscous drag increases with higher turbulence intensity. In order to further438

study the formation mechanism of viscous drag, the boundary layer is stud-439

ied, whose formation and development directly determine the magnitude and440

distribution of viscous drag exerted on the train surface. To quantitatively441

study the boundary layer, the displacement thickness δ1, momentum thick-442

ness δ2 and shape factor H12 are introduced, which are defined as:443

δ1 =

∫ ∞

0

(
1− u

U∞

)
dy; (9)

444

δ2 =

∫ ∞

0

u

U∞

(
1− u

U∞

)
dy; (10)

445

H12 =
δ1
δ2
, (11)

where u is the time-averaged velocity at a given point in the boundary layer,446

and U∞ is the free-stream velocity outside the boundary layer. Among them,447

δ1 describes the equivalent wall offset distance that represents the blockage448

effect of the boundary layer on fluid volumetric flow rate, while δ2 focuses on449

the equivalent wall offset distance for momentum loss caused by boundary450

layer. The quotient of them two (H12) represents the fullness of the bound-451

ary layer velocity profile, and lower H12 means a fuller velocity profile and452

larger the velocity gradient. Generally high H12 indicates a laminar bound-453

ary layer, with a relatively low viscous drag, while low H12 is obtained for454

turbulent boundary layer. Figure 15 shows the displacement thickness δ1 and455

Figure 15: Displacement thickness and momentum thickness along the longitudinal sym-
metry line at the top of the train under varying turbulence intensity: (a) displacement
thickness δ1; (b) momentum thickness δ2.
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momentum thickness δ2 along the longitudinal symmetry line at the top of456

the train.457

It is evident that both the displacement thickness δ1 and momentum458

thickness δ2 of the boundary layer increase along the flow direction, indica-459

tive of a typical development of boundary layer. However, at the rear sec-460

tion of the tail carriage, prior to entering the curve section, the boundary461

layer thickness decreases, likely due to the contraction effect induced by the462

streamlined tail, which modifies the surrounding flow. In this region, a de-463

crease in pressure and an increase in flow velocity occur, resulting in reduced464

momentum exchange, which ultimately suppresses and reverses the further465

development of the boundary layer. In addition, a comparison between the466

two thickness indicators reveals that δ1 tends to stabilize in the straight sec-467

tion of the tail carriage, while δ2 continues to increase, albeit at a slower468

rate. Consequently, after the development stage of the boundary layer along469

the head carriage and the subsequent disturbance at the carriage junction,470

the volume of fluid contained within the boundary layer remains largely un-471

changed. However, momentum exchange between the fluid inside and outside472

the boundary layer persists, leading to a continued transition toward a more473

turbulent state. Regarding the impact of turbulence intensity, the final thick-474

ness of the boundary layer is essentially the same under different turbulence475

intensities. Although, a higher turbulent intensity leads to thinner initial476

and developing boundary layer.477

The shape factors, depicted in Figure 16, show a consistent decrease along478

the flow direction, signifying that the flow state within the boundary layer479

progressively transitions toward turbulence as the boundary layer develops.480

Figure 16: Shape factor H12 along the longitudinal symmetry line at the top of the train
under varying turbulence intensity.
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Figure 17: Time-averaged surface pressure coefficient distribution of the front of the head
carriage: (a) time-averaged CP of Baseline; (b) ∆CP (2%); (c) ∆CP (9%).

At the junction between the two carriages, the separation and reattachment481

of the airflow temporarily disrupt the development of the boundary layer.482

Additionally, it is apparent that the shape factor decreases with increasing483

turbulence intensity, reflecting a steeper velocity gradient under high turbu-484

lence conditions. This in turn leads to a higher viscous drag when compared485

to low turbulence conditions, as shown in Figure 12b.486

3.1.3. Pressure distribution487

The surface pressure distribution of HST, which is also affected by the488

incoming turbulence, can be used to locate the source of pressure drag, and489

provide valuable insights for studies of the wind load of the carriage.490

Figure 17 shows the front view of the time-averaged surface pressure coef-491

ficient on the head carriage under the Baseline and two turbulence conditions492

(Ix = 2% and Ix = 9%). To clearly illustrate the differences, the raw value493

is used for the baseline, while the surface distributions of the pressure differ-494

ence, relative to the Baseline, are computed for the turbulence cases. The495

surface pressure coefficient difference between the turbulence cases and the496

Baseline is defined as:497

∆CP (2%) = CP |Ix=2% − CP |Baseline, (6)

where ∆CP (2%) is the pressure difference between Ix = 2% and the Baseline.498

The pressure difference under other conditions is defined in the same way.499

For the low turbulence intensity case (Ix = 2%), the surface pressure500

on the front of the head carriage shows minimal variation compared to the501

Baseline, resulting in only a slight difference in aerodynamic forces. In con-502

trast, under high turbulence intensity (Ix = 9%), the pressure distribution503
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on the front of the head carriage undergoes significant changes: the pressure504

on the lower surface increases, while that on the upper surface decreases.505

Consequently, this configuration leads to lower drag and higher lift in this506

region.507

Figure 18 presents the instantaneous surface pressure coefficient distri-508

bution on the head carriage for both the Baseline and the high turbulence509

intensity case (Ix = 9%). The Baseline case exhibits a generally symmet-510

ric pressure distribution. However, under high turbulence intensity, the flow511

field becomes notably asymmetric, resembling a crosswind effect. This asym-512

metry results in airflow impacting the front of the train at a slight yaw angle,513

diminishing the positive pressure area and thereby reducing the head pres-514

sure. Simultaneously, due to the crosswind effect, the side flow accelerates,515

leading to a substantial decrease in side pressure. Simultaneously, the cross-516

wind effect accelerates the side flow, leading to a substantial decrease in side517

Figure 18: Instantaneous surface pressure coefficient distribution of the front of the head
car: (a) Instantaneous CP of Baseline; (b) Instantaneous CP of Ix=9%.
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pressure. This asymmetry in side pressure allows more flow to enter the bogie518

cavity, increasing the pressure near its rear edge.519

Figure 19 presents the time-averaged surface pressure coefficient on the520

bottom of the train for the Baseline, Ix = 2%, and Ix = 9%. Notably, for521

the Baseline case, the pressure decreases substantially near the trailing edge522

of the bogie cavity in the straight section, due to flow separation, which re-523

duces lift, in accordance with the results shown in Figure 13. Additionally,524

as the flow velocity decreases in the straight section of the bottom, the pres-525

sure rises to nearly zero before entering the second bogie cavity, leading to526

an increase in lift. Under high turbulence (Ix = 9%), the pressure distri-527

bution on the bottom surface in the straight section is higher than in the528

Baseline case, which likely accounts for the observed increase in lift force.529

The pressure in the four bogie cavities also increases. A comparison of the530

four bogie cavities reveals that the first cavity experiences the highest pres-531

sure difference ∆CP (9%) among them four. From these results, it is deduced532

Figure 19: Time-averaged surface pressure coefficient distribution of the bottom of the
train: (a) time-averaged CP of Baseline; (b) ∆CP (2%); (c) ∆CP (9%).
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that, under high turbulence intensity, lift at the front of the head carriage533

and in the straight section of the bottom increases significantly. In contrast,534

for low turbulence intensity, lift remains nearly unchanged compared to the535

Baseline, with ∆CP (2%) being less than 0.002 at most locations. This finding536

corroborates the observation that lift increases in a nearly parabolic fashion537

with turbulence intensity, as indicated in Figure 9b.538

From the above analyses, it is evident that the influence of the bogie539

cavity on the aerodynamic forces of the HST is substantial. To further elu-540

cidate the flow characteristics within the bogie cavities, Figure 20 presents541

the turbulent kinetic energy in the first bogie region under different turbu-542

lence intensities. As the turbulence intensity increases, the turbulent kinetic543

energy on both sides of the bogie increases correspondingly. This intensifi-544

cation of flow mixing within the shear layer between the bogie cavity and545

the underbody airflow facilitates a greater influx of air into the bogie cavity,546

in line with the high-pressure regions depicted in Figure 19. This variation547

in turbulent kinetic energy likely enhances the fluid-solid interaction, con-548

tributing to the changes in pressure observed. Additionally, the increase in549

Figure 20: Turbulent kinetic energy distribution in the first bogie region: (a) Baseline; (b)
Ix = 2%; (c) Ix = 9%.
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Figure 21: Time-averaged surface pressure coefficient distribution of the rear of the tail
carriage: (a) Baseline; (b) Ix = 2%; (c) Ix = 9%.

turbulent kinetic energy near the rear surface of the bogie cavity further sug-550

gests that these changes in pressure are driven by enhanced turbulence and551

flow interactions in this region.552

Figure 21 shows the time-averaged surface pressure coefficient distribution553

of the rear of the tail carriage for the Baseline, Ix = 2% and Ix = 9%554

cases. For the Baseline case, as the airflow enters the curve section, the555

surface pressure becomes negative, transitioning to a positive value near the556

tail nose, consistent with the results shown in Figures 5b and 14a Similar557

to the previous results, low turbulence intensity exerts minimal influence.558

However, under high turbulence intensity Ix = 9%, the upper surface, as559

well as the upper half of the side surfaces, induces more negative pressure,560

thereby increasing pressure drag. Furthermore, an annular high-pressure561

zone forms around the nose edge, which may indicate specific flow topology562

structure during wake formation.563

3.2. Turbulence length scale564

During the operation of HST, varying turbulence length scales are typi-565

cally encountered due to diverse terrain and different atmospheric boundary566

layer conditions. This section examines the influence of turbulence length567

scale on HST by comparing aerodynamic forces and boundary layer develop-568

ment under different turbulence length scale conditions. The surface pressure569

distributions are not further investigated as they show very similar trends as570

varying turbulence intensity.571
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Figure 22: Distribution of time-averaged integral force coefficients with turbulence length
scale: (a) drag coefficient (CD); (b) lift coefficient (CL).

3.2.1. Aerodynamic forces572

Figure 22 presents the distribution of integral aerodynamic coefficients573

as a function of turbulence length scale across varying turbulence intensities.574

The results indicate that both drag and lift coefficients increase with increas-575

ing turbulence length scale, irrespective of turbulence intensity. Under low576

turbulence intensity conditions (Ix = 2%, blue curve), the effect of turbu-577

lence length scale on drag and lift coefficients is minimal. Consequently, this578

section focuses on results obtained under high turbulence intensity, specifi-579

cally case 8 (Ix09 L056H), case 9 (Ix09 L091H), and case 10 (Ix09 L037H),580

all characterized by a turbulence intensity of 9%.581

Figure 23 illustrates the relative increase in aerodynamic force coefficients582

with RMS for the head carriage, tail carriage, and entire train set under583

different turbulence length scale conditions, relative to the Baseline. The584

findings reveal that turbulence length scale affects drag and lift forces, as585

well as their fluctuations, for the head carriage, tail carriage, and the entire586

train set in a manner similar to that observed with increasing turbulence587

intensity. Larger turbulence length scales result in increased drag, lift, and588

their fluctuations.589

However, when analyzing specific decomposed components (Figure 24),590

where the carriages are further divided into bodies, bogies, and bogie cav-591

ities, the influence of turbulence length scale diverges notably from that of592

turbulence intensity. Specifically, the drag on the head body decreases mono-593

tonically as the turbulence length scale increases, whereas the drag on the594
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Figure 23: The increment of aerodynamic force coefficients of the two carriages at Ix = 9%:
(a) time-averaged CD; (b) time-averaged CL; (c) RMS of CD; (d) RMS of CL.

tail body changes little. In terms of lift, as well as RMS of both drag and lift,595

the trends closely resemble those observed under varying turbulence inten-596

sity. Thus, the effect of longer turbulence length scales on aerodynamic forces597

is, in many respects, equivalent to the effect of higher turbulence intensity.598

To elucidate the observed differences in drag, decomposed cumulative599

drag coefficients along the flow direction are plotted in Figure 25. The pres-600

sure drag exhibits a trend similar to that observed under increasing turbu-601

lence intensity: as the turbulence length scale increases, the pressure drag on602

the curved section of the head body decreases. Conversely, the viscous drag603

on the head body decreases with increasing turbulence length scale, which604

is in contrast to the trends observed under varying turbulence intensity. For605

the head carriage, both the pressure drag on the curved section containing606

bogie structures and the viscous drag on the straight section decrease as the607
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Figure 24: The increment of aerodynamic force coefficients of train components at Ix = 9%
under different turbulence length scales: (a) time-averaged CD; (b) time-averaged CL; (c)
RMS of CD; (d) RMS of CL. The definitions of abbreviations are the same in Figure 11.

Figure 25: Decomposed cumulative drag coefficients along the flow direction at high tur-
bulence intensity (Ix ≈ 9%): (a) pressure drag CD Pressure; (b) viscous drag CD Viscous.

turbulence length scale increases. Consequently, the overall drag exerted on608

the head carriage demonstrates a reduction trend with increasing turbulence609

length scale.610

3.2.2. Boundary layer611

Figure 26 depicts the displacement thickness (δ1) and momentum thick-612

ness (δ2) along the longitudinal symmetry line at the top of the train under613

different turbulence length scale configurations. The results indicate that614

the influence of turbulence length scale on boundary layer thickness is not615
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Figure 26: Displacement thickness and momentum thickness distributions along the lon-
gitudinal symmetry line at the top of the train under varying turbulence length scale: (a)
displacement thickness δ1; (b) momentum thickness δ2.

Figure 27: Shape factor H12 distributions along the longitudinal symmetry line at the top
of the train under varying turbulence length scale.

pronounced across the three turbulence cases. However, a comparative anal-616

ysis reveals that the boundary layer thickness for the Lx
u = 0.6H configu-617

ration remains consistently the greatest. For the other two configurations,618

the boundary layer thickness on the head carriage is greater for Lx
u = 0.4H619

compared to Lx
u = 1.0H, whereas the opposite trend is observed on the tail620

carriage. This transition occurs within the carriage junction region, likely621

due to changes in the turbulence state of the boundary layer.622

As shown in Figure 27, the shape factors (H12) on the tail carriage are623

relatively consistent across all three turbulence cases. This may be due to624

the rapid changes in fluid state in the carriage junction area. Consequently,625

the findings further underscore the critical role of its design. However, for626

Lx
u = 1.0H, the shape factor on the head carriage is higher than that observed627

in the other two cases. This discrepancy can be attributed to the larger628

turbulence length scale, which, under identical turbulence intensity, contains629

31



less energy in smaller-scale eddies. As we know, displacement thickness δ1630

characterizes the loss of volume flow rate, while momentum thickness δ2 is631

for momentum loss by viscosity. From Figure 26, the presence of turbulence632

reduces both δ1 and δ2 by exciting the momentum exchange. Larger vortex633

structures affect more the outer layer of the boundary layer, thickening the634

boundary layer, while having less effect on the viscous sublayer. As a result,635

their influence on the momentum loss is less than smaller ones, leading to an636

increased shape factor H12 at larger turbulence length scales. Additionally,637

in contrast to the influence of turbulence intensity, the shape factor increases638

with the growth of turbulence length scale. Smaller turbulence length scales639

lead to steeper velocity gradients, thereby resulting in increased viscous drag,640

as shown in Figure 25b.641

4. Conclusions642

In this study, an Improved Delayed Detached Eddy Simulation (IDDES)643

method combined with the Synthetic Turbulence Generation (STG), is em-644

ployed to investigate the effects of incoming turbulence on the aerodynamic645

characteristics of a two-carriage High-Speed Train (HST). Ten configurations646

of incoming turbulence, characterized by varying turbulence intensities and647

length scales, are simulated and analyzed. This paper provides a comprehen-648

sive examination of aerodynamic forces, pressure distributions, flow around649

the bogie cavities, and boundary layers in relation to these two turbulence650

properties. The primary conclusions are as follows:651

1. Both turbulence intensity and turbulence length scale significantly influ-652

ence the mean drag and lift coefficients of the train. The maximum ob-653

served increases in drag and lift coefficients are 46 counts and 175 counts,654

respectively, occurring under conditions of turbulence intensity at 9% and655

length scale at 0.91H.656

2. Incoming turbulence interacts with the carriages in a manner similar to657

a crosswind. It weakens the aerodynamic impact on the head carriage,658

reducing surface pressure, which results in drag reduction and lift increase.659

Simultaneously, the accelerated flow around the curved section of the tail660

carriage decreases surface pressure, thereby increasing the pressure drag661

on the tail carriage.662

3. Incoming turbulence increases the turbulent kinetic energy within the663

shear layers adjacent to the bogie cavity, intensifying the mixing between664
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the underbody flow and the cavity flow. This leads to a greater influx of665

flow into the cavity, thereby increasing drag. The intensified flow-cavity666

interaction reduces the underbody flow velocity and raises surface pres-667

sure, contributing to increased lift along the straight sections.668

4. High turbulence intensity reduces the shape factor of the boundary layer669

on the train surface, leading to an steeper velocity gradient and elevated670

viscous drag. Conversely, larger turbulence length scales tend to increase671

the boundary layer shape factor.672

5. The aerodynamic viscous drag acting on the train are significantly affected673

by the design of the carriage junction. This region induces notable changes674

in the flow state within the boundary layer, highlighting the importance675

of its aerodynamic optimization.676

In summary, this paper presents a comprehensive analysis of the aerody-677

namic forces, boundary layer, and flow in the bogie region. Based on these678

current findings, our subsequent research will further focus on the impact679

of incoming turbulence on the unsteady wake topology with particular at-680

tention to its three-dimensional dynamic patterns, as well as corresponding681

variations in train slipstream characteristics.682
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